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Background: Increasingly data-driven and
interdisciplinary scientific research

» Key enabling factor: Network connected scientific instruments
capable of real-time data capture

Digital microscope
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Current situation in campus cyberinfrastructure

Public Dropbox, Box,
Local Servers, Laptops,
Memory Sticks
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Example: Typical experimental process in

material science research

2. Prepare analytical
sample from the
physical experimental

1. Create physical
experimental

sample sample
<
N [====-==-= -
S 7. Modify the |
\\| procedure for creation
of the physical |

w experimental sample

3. Analyze the
analytical
sample

4. Convert
digital
analytical data

6. Interpret the
converted
analytical data

5.Transport the
converted
analytical data

Result image of
07302013-Oxidation
experiment

Experimental setting:

Time 13min (Structured meta data

Temp 425 C

Notes:

Oxidation depth is about 12u

Oxidation lay d

Al(0.98)GaAs thickness of

30 nm. Furnace in 2111 MNTL,
artz.

e

It typically takes 20 years to go from the discovery of new materials
to fabrication of new and next-generation devices*

*Source: National Science and Technology Council’s report, 2011




Motivation: Needs for advanced cyber-
infrastructure for long-tail scientific data

« Related efforts mainly focus on homogenous, well-organized
data in an offline or batch manner

* Much less effort has been on long-tail scientific data:
— Small/medium sized data sets collected during day-to-day research
— “Dark data”, e.g., unpublished data of failed experiments

Organized
big data

Over 50% of scientific findings do not
appear in the published literature

Data
size

Long-tail data

Literature limit

Number of data sets —————

Long-tail scientific data
I ILLINOIS Source: Ferguson et al. Nature neuroscience 17.11 (2014)



Challenges in General

X ILLINOIS

Heterogeneous scientific data management
and processing

Support ad hoc and complex data analysis
workflows

Shorten time from digital capture to

interpretation & insights

Real-time data capture and acquisition

Analytics support to gain insights from data



Challenges on Campuses
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Very diverse scientific instruments in
Materials Research Lab (MRL), Micro-Nano-
Technology Lab (MNTL), other labs

Support very different user groups that collect
and analyze data

Relations between students, faculty staff and
academic cycles are different than in industry,
impacting how insights are gained

Rules on campuses regarding secure access to
data and metadata in scientific labs vary

Analytics tools support in scientific campus
labs vary



Our approach

v Micro-service private cloud execution
environment for instrument data
curation and coordination (4CeeD)

Rede>

‘L =| v Data acquisition from aging instruments

—
EH_ (BRACELET)
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Long-tail scientific data processing challenges

* Challenges: Support execution of heterogeneous types of data
processing & analysis workflows

e ©

Data analysis workflow Insights

Raw data

« Previous work often employs a monolithic
approach in workflow implementation
and execution

— E.g.: Pegasus, Taverna, Kepler, etc.

— Run on large-scale & homogeneous datasets

Executing workflows on grid
infrastructure

X ILLINOIS 9



Our Goal for Campus Cyberinfrastructure
regarding New Scientific Instruments (1)

Public Cloud

—
Campus Network

i —

Private Cloud
(Storage and Workflow
Execution Environment)

: Building : i Building :  Building i Building
: L2 high speed f i L2high i I L2 high-speed i i L2 high
: : speed switch : i switch : i speed switch
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Our Approach: Micro-service execution
environment in Private Cloud

* Micro-services over monoliths: Each task is modeled as a
micro-service
— Use publish-subscribe middleware to connect between micro-services

Task’s request queue
LTI P e I T

, Round—rlcr;tl)?r(l1 leware :
Y. +— dispatching Y —
y [
, Task B’s
Task A’s Consumer
consumer
Task A Task B
» Separate task dependencies from task implementation &

deployment
— Enable flexible workflow composition
— Task-level resource provisioning
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x Workflow Curation

Composition Service
C .
Workflow [ A D E Submit Upload raw
description analysis workflow scientific data
B
A 4
1 &
TDS ™S |, | TDS =
Workflow | Ensemble‘ Server [ ... | Server §
Invoker | d TDS - 3
>
Dispatch requests to - Server =
appropriate task queue Lookup task dependencies =
i v of workflow o
Publish/subscribe middleware A
ro T T T T T I e e 1
| |
I b LN ) I I _|
| Task A’s Request Qu(%ue | | Task B’s Request Queul 8
| [ | ! >
I ¢ | 2 o : v : - o
| v EER — ' £
| , | © % | Task B’s I Q
| CTaSkA ° } g 2 Consumer I =
| onsumer | s =} | |
Lo t—r e §
Task A Task B #
Distributed resource management system

Phuong Nguyen et al., “Resource Management for Elastic Publish Subscribe Systems: A
I ILLINOIS Performance Modeling-based Approach” (IEEE CLOUD 2016) 12



Example: Executing scientific data
processing workflow N

“ 518 Masallach-1-F 5| GLAMOOOO ibw = -~
Upload raw = . F Return
scientific data T curation
l = results
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»

TDS: “Start at A” Server | ... | Server
o e

— A P B M End
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________________________________________
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Task A’s Micro-service ¢ Task B’s Micro-service
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Adaptive micro-service system
implementation

@ SCIPy System model . l_\ Tensor

Micro-service
adaptation layer Updated \EYStem stattESj/
control policy

. o
: : Kapacitor Grafana
Micro-service -
monitoring layer | [ Resource FEInfluxDB Micro-service
actuator log collector
y =
WOI‘kﬂOW P ~ l? Zéokeeper
Micro-service invoker f
execution layer ( F s '
4 g‘ﬂ ) -4 g‘ﬁm% .
Nk docker ° docker ERabblt
| nfra:structu re Resource management system -@ kuber netes
aye r by ,l‘)Og (9
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Evaluation #1: Micro-service resource
adaptation

« Data processing workflows:

— MDP: material data processing workflows (to process output of digital
microscopy, such as DM3, AFM, etc.)

— LIGO: analyze data to study stars and black holes

DaraFind Sub-Workflow | | Full Sub =Workilo W

Al R
%‘ )'\

CAT Sub-Workflow

l
& e
1 gy
& 0000 :
L L ooo
MDP WorkﬂOWs . Data_Find .Inspiral .Thinca Inca TrigBank
TmpltBank Inspinj .Sin.: .Cuirc
LIGO workflows
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Effectiveness of neural network-based system
identification
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(a) MDP
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CASE STUDY: 4CeeD - Real-time Acquisition
and Analysis Framework for Materials-related
Cyber-Physical Environments

X ILLINOIS
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4CeeD: Extending micro-service infrastructure
to material-related environment

%E | view, edit, share
. — |
»t

P data (via Webapp) Coordinator

Process, analyze, and correlate
data from multiple sources

Curator

(Office side)
MRL (Instrument side)

(Cloud side)

upload images,
Spectra, maps, upload images,
metadata, text metadata, text

Uploader

U Campus

network

Phuong Nguyen et al., “4CeeD: Real-time Acquisition and Analysis Framework for
I ILLINOIS Materials-related Cyber-Physical Environments”. In CCGrid 2017, Best Paper Award 18



4CeeD Uploader Service
(Simple and Speed-Up Usage at Microscopes)

Simple steps, with support for advanced usage

ose a collection... what's this?
Existing collections @ Click browse or drag and drop files..
New Root n
Choose a name for the new collection: 1 Drag & Drop Files
nple... Sample Name, Project Name, TuB2

se a description for the new collection: 4ceed_logo.png

1
2 c\n Collection Description File Comments:
3 2

3=

R 1. Choose or select a collection.

Basic Load Template Create Template Load Previous

My Templates: Global Templates: Template Tag Search:

y [ 1 T e 2. Load template and enter user defined
metadata to create a dataset.

Choose a name for your dataset:

Dataset Description:

3. Upload files to cloud coordinator.
P saavonro | cou e

Name: Unit Type: Data Type: Value: Required:

5 Brij mass mg Number B 6 Yes B m
Name: Unit Type: Data Type: Value: Required:
What's internalized String H No B Remove
Name: Unit Type: Data Type: Value: Required:
Mass of internalized mole: mg Number : No B Remove
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4CeeD: Two Types of Uploaders

% Uploadfies X WO
(— C {t A Notsecure h—LPS fwww Aceed.illinois.edu/t2c2 /uploade "l
Banking Church CMM Journals News Programming Sparts Ul Weather & 4CeeD Curator Log » Cther bookmarks
o |
i Smart Dropb OX_llke "_-1‘15-:: Your Shared» Crealer Trash~ Help- Uploaders ~
|
U 1 d My Templates:
ploaders

Global Templates: Template Tag Search:

Two types of Uploaders
exist in 4CeeD to make
it easier to import data.

- Standard Upload allows o __
for templates to be used

- Zip Upload allows for we e oenm s
amounts Of data to be P He+ stng v | Yes

Name: Value: Units: Data Type: Required:
uplo aded With file Beam Energy 2024 MeV Number v/ | Yes
. Name: Value: Units: Data Type: Required:
StrUCture kept lntaCt ° Beam Current 100 nA Number  v| | Yes
Name: Value: Units: Data Type: Required:
* alpha (incident angle) 225 degrees Number v No v
Name: Value: Units: Data Type: Required:
beta (exit angle) 325 degrees Number v No b
Name: Value: Units: Data Type: Required:
theta (scattering angle) 150 degrees Number v No 7

T ILLINOIS
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4CeeD Curator Service
(Speed-Up Curation)

File View Dashboard View

#8 Demo Dataset Name > 2016_04_14 Gd- ™ s ldatamest 2 3

File size: 17.4MB

filled micelle_0008.dm3 Flslocation.  mango

Uploaded on: Oct 07, 2016 19:04:53 6
Add a description 1 Uploaded by: Steve K L Profile  « CreateSpace ' Create Dataset  +*Create Collection  + Template Management

Access: Private (Space Default)
Thumbnail [ERLTLGET
Status: PROCESSED .
L Activity ~ TreeView  MySpaces  MyDatasets My Collections  Followers
" ‘. L\
',

i ‘ L License Create datasets to upload and publish data. Further organize your data using folders and assign metadata at both the file and dataset level.
Type:  AllRights Reserved 4 See More
I F i Holder: Steve K
G edi =
i | J . o .

.

2" & e

il " .. L
Dataset containing the file . '

i ’ .

Demo Dataset Name

% Download  f Delete *runowz

.

Seloot a Dtaset - e, J &
.

Metadata Tags r.
4 L - L
= Extracted by http://clowder.ncsa.illinois.edu/extractors/deprecatedapi on Oct 7,2016 [ Demo Dataset Name demo dataset
Demo Dataset Description
Info Indicated 10000.0
5 mok1WoiEm 3

Microscope Info Magnification Interpolated: False

Acquisition Parameters High Level Shutter Pre Exposure Compensation (s): 0.0 wok 10iSomo ﬁ

Acquisition Frame Intensity Range Dark Current (counts/s): 0.0

Acquisition Frame Sequence Exposure Time (ns): 500003080.0

[Preview, annotate, download, [Dashboard management]
extracted metadata]
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4CeeD: Extractors as Micro-Services at
Cloud Side

« TEM Extractor
— Works with DM3 Files

e SEM Extractor
e AFM Extractor

X ILLINOIS

€ COa

WAEM files » l§ AFM_GLAMO000.ibw o
Upostea
-

Wl sample files, dm3 and rbs » |§ Cube 3

Image 3.dm3

20 nm

Comments

B Tags

.......

,,,,,,

Dataset containing the flie

Togs

Uploadedon: by 17, 2018 1
Uploaded by
Access:

Status, IPLOADED

License

e AlRKgHS Reserved
Holder: T Spia

Dataset containing the file

4 MOVE TO DATASET
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4CeeD Smart Data Management

4CeeD Data Model organizes projects into collections, datasets, and files.

These can then be shared in spaces. 4CeeD utilizes and modifies NCSA Clowder data management

|

T2CB

lj

Plasma Etching

Dummy (1,2,...) Real
Axt, tiff Axt, tiff

system.
\
Dielectric o : _—
Removal Oxidation Lithography —  Metallization
l l’ i Y A4 -
. Calibration —_— .
ixt, Aiff (12,.) Real Calibration ipg Dummy (1,2,...)
l l Y A4 4
ixt, Aiff i SEM Qiiicd Profilometry
e o Microscopy
l l ¥
.csv, tiff Jjpg o



4Ceed++: Jupyter Notebook Integration

4Ceed user

1. Reserve Jupyter session

3. Return Jupyter container URL

8. Terminate Jupyter Session
T ————————————-

4. Write/use exiSting Jupyter 2. Create Jupyter'¢ 9. Copy and
code Contain ht. : Stare new
\ notebooks
A ®
#Fetch data from 4ceed Jupyter I
RyiCccdiilng ~

Jupyter Docker

Container
# custom data analysis code

7. Execute Custom Analysis in
Jupyter Container

L
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4CeeD Production System

Goals:
* Redundancy | e e
. TH . Sﬁ??gfdx Future Expansion : Séc;?og:d\{ .
* Availability - g
° Scalablllty ........... rsssmsassiEsEsEsEsEsEEsEsEsEEEsEsEEEsEEmsREuuE {essnssnnnna
[ Storage1 ] [ Storage? }
R730xd R730xd
x A
Storage Layer: i | |
T U R S Replicated . ..o
* 40TB (20 TB per investor) —
rage Layer
* Replicated for redundancy (GlusterrS)
GlusterFS Share
(10 Gb)
Compute Layer: )
i DOCker Contalner Compute1 (Master) ] [ Compute2
) R630 R630
orchestration (Kubernetes) s Fatara Bigamgon
* Singlemaster 3 e o
(High Available masters in future) ------------------------------------------------------

Compute Layer
(Kubernetes)

X ILLINOIS 25



Our approach

v Micro-service private cloud execution
environment for instrument data
curation and coordination (4CeeD)

l ey ..
|=o = v" Data acquisition from aging instruments

HaE (BRACELET)

X ILLINOIS 26




Current Status for Campus Cyberinfrastructure
regarding Aging Scientific Instruments

Public Cloud

g -

Private Cloud (4CeeD)

—
Campus Network

i —

: Building : i Building i Building : i Building
: L2 high speed : ¢ L2high : i L2 high-speed : : L2high
: switch : © speed switch : I switch : i speed switch

: P Older instruments P :
:  New instruments : : (6ff;Iine) : ¢ New instruments :
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Our Goal for Campus Cyberinfrastructure
regarding Aging Scientific Instruments (2)

Public Cloud

— _

Campus Network

i —

Private Cloud (4CeeD)

: Building : i Building : I Building : ¢ Building

: L2 high speed : 1 L2 high : I L2 high- : & L2 high

: switch i I speed switch : i speed : i speed switch
: i = switch

New instruments
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Challenges of connecting offline older
Instruments

" '  Performance mismatch: Older

é " instruments’ Windows XP runs network
protocols at lower bandwidth speeds
(10Mbps or 100Mbps)

* Obsolete security: Older devices and their
OS systems cannot be patched, hence being
vulnerable & taken offline

X ILLINOIS 29



BRACELET: Putting edge device between
older instruments and private cloud

Performance:
“"' — Have two network interfaces
2 > configured at different speeds
[h} — Traffic shaping & offloading
database
e between edges & cloud
U er e OO
— | Lo )
INE v e
"\(\ /‘\F
Perform: mponent AL
Instruments oudle Security component 3
trument Cloudlet Security:

— User & instrument registration

BRACELET in 3-tier architecture _ ,
— Data encryption during upload

— Firewall to protect against
external threats

X ILLINOIS 30



BRACELET: Extending cloud-based architecture
to the edges for seamless integration

Task A’s edge workers

Edge node

X ILLINOTS

Campus
network

Task A’s cloud workers

‘ Resource | Performance ers%?:ﬁgce
allocation predictions P model
Update resource
allocation
Task monitor Visualizer
System
Performance
Workflow Logs TDS
monitor monitor
Edge control Coordinate | cloud control J o Zﬁg’;nc
endpoint resourc_e endpoint pendency
Task allocation Service
Dependency t ¢ | I
Service Y| Edge-based .| Cloud-based 2
1 task invoker task invoker Task dependency
lookup
v v \
Publish-subscribe message bus Publish-subscribe message bus -
r—-———————- r—-——————- =
| l | —mmr | | —mrr |
] A Edge-1 I ] A | I B |
I I I I I |
I I I — | | I
I I I | | c I
| Consumer : | Consumer : : onsumer :
I
!_ ________ ] - ] L ]

Task B’s cloud workers

Host cluster (Cloud)
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BRACELET’s implementation & integration
with 4CeeD

System
Resource _ Performance Y
. < — performance
allocation predictions
model

Task monitor S Grafana

Workflow TDS
monitor monitor
El E Juploader
P Can 4CeeD
q 4CeeD
Scientific 5 i G Proxy Uploader C
: NGiX urator
instruments
Mg : A=
, Zookeeper
e (AP 2] | | (R o ‘ 1 conroller_|* e
T A B  Zookeeper [@ Edge controller [« controller < » =—
_SC|ent|f|c - Lﬁ Offloading
instruments | A
—:—mmzmmmm protoco ¥ LooKup task dependencies
of workflow - of warkflow
aﬁi BaRabbit BRabbit
e B T | | T | — e _i
Scientific [ ask.AlEdge Task.A.Cloud | | Task.B.Cloud |
instruments - T — —
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loud

|
| |
| I
! | ! I ! Tasd B’s g
| = | Task A’s | Task|A’s cloud | $ \horkser
|
| | edge workers | o workers =" |
| docker | | | |
— | e J - ===
Edge node kubernetes Host cluster (Cloud) kubernetes




User authentication from instruments via
BRACELET

= R/ 4

Active Directory A —

* 4CeeD Uploader checks Reservation DB to
ensure the user has reserved his/her time

Reservation
database

ccess the instrument computer

* User authenticates with AD to
: eeD Uploader via Shibboleth, or

* Then, user authenticate

4CeeD > 4CeeD
Scientific
instruments Curator
g - ' Y
- . Zookeeper
& : tAb Apache  |a o Cloud P o -
Seiontific Lﬁ s € Edge controller |« > controller > —
= -
instruments Offloading

e EBURUpme akEfplg qETCIes prOtOCOI : Lookup task dependencies
of workflow of workflow
(\;qi hRabbit BRRabbit
= s || T | [l | e S
— T 11 I
|

Scientific
instruments

Task A .Cloud | I Task.B.Cloud
|

| |
I TasH B’s dloud

|
|
|
| Task A’s : Task|A’s cloud|
|

Workers
orkers |
docker : edge workers docker V‘ docker |
— | e J —_—— |
Edge node .@ kubernetes Host cluster (Cloud) kubernetes

Firewall
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Computation offloading between edge &
cloud

* 4CeeD Uploader communicates with local Edge

_ controller to learn ahout where to send request to
* After leAfbténgaboassihe rrdquempmgdaf:k COI’]SUIP rfor arg a
_ esttfespatit P ge 1ol|67 perloalcally communicates with cloud
processiegues paktttattke sie current placement) placements

tE—

4CeeD
q 4CeeD
Scientific Q i & Proxy =] Uploader Curator
instruments
A.Edge —» B.Cloud * -‘ﬁ Apach
Zookeeper
o B apache  |o o Cloud . o Y. 3 ?
Lxmkeepe, < Edge controller <& P controller " i

e A
+ Lookup task dependencies

of workflow of warkflow

aRabbit | aRabbit r
It B T = T g |
Scientific l__:l:l TasklA.Edge :ﬁd | I

Instruments

|
|
|
| Task]A’s cloud|
|
|

[—————f-—

oud

12)

orkers |
docker V‘
_— e Y J —_—— —
Edge node kubernetes Host cluster (Cloud) kubernetes

Firewall
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Evaluation of 4Ceed-BRACELET micro-

service performance prediction
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Software Availability

All publication are available in IEEE Digital Libraries
All software systems, 4CeeD, BRACELET are open source

All Projects are described at https://t2c2.csl.illinois.edu/

4CeeD System is available for download https://github.com/4ceed

— Contact: Steve Konstanty (stevek@illinois.edu) and Todd Nicholson
(tcnichol@illinois.edu)

Bracelet system is in testing phase. Software will be released by
December 2019.
— Contact: Steve Konstanty (stevek@Illinois.edu)
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Lessons Learned

* We have explored novel cloud system approaches that lend themselves well
for real-time and trustworthy materials-to-device data and metadata
storage, management, and computing of workflows over these data.

« Lightweight micro-service cloud architecture for materials genomic
challenge is the way to go, including the three tier approach (instrument -
private cloud — public cloud).

« Bringing aging instruments online proved to be very challenging for very old
OS systems

« Hardest Part is convincing experimentalists/scientists to use new data
management techniques and new cyber-infrastructure

— Continuous training and inclusion of modern data management systems into experimental
instrumentation classes will be needed.

« To achieve sustainability, it is crucial to work with college and campus IT
teams!

X ILLINOIS 37
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